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Abstract - Clustering is the process of grouping data objects into distinct clusters so that data in the same cluster are similar. The most popular clustering algorithm used is the K-means algorithm, which is a partitioning algorithm. Unsupervised techniques like clustering may be used for fault prediction in software modules.

This paper describes the standard k-means algorithm and analyzes the shortcomings of standard k-means algorithm. This paper proposes an incremental clustering algorithm. Experimental results show that the proposed algorithm produces clusters in less computation time.
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I. INTRODUCTION

Clustering is the task of organizing data into groups (known as clusters) such that the data objects that are similar to or close to each other are put in the same cluster. Clustering is a form of unsupervised learning in which no class labels are provided.

K-means clustering is a popular clustering algorithm based on the partition of data. However, there are some disadvantages of it, such as the number of clusters needs to be defined beforehand. The proposed algorithm overcomes the shortcoming of k-means algorithm.

The rest of the paper is organized as follows. Section 2 describes the standard k-means algorithm. Section 3 describes the related work. Section 4 present the method proposed in this paper. Experimental results are shown in section 5. Finally conclusions are drawn in section 6.

II. K-MEANS CLUSTERING ALGORITHM

The k-means algorithm takes the input parameter, k, and partitions a set of n objects into k clusters

K-means Algorithm
1. The basic step of k-means clustering is to give n data objects and k number of clusters.
2. Input the centroids of each cluster.
3. Determine the distance of each object to the centroids
4. Group the object based on minimum distance.
5. Update the centroids
6. Repeat steps from 3 to 5 until change in groups.

A. Limitations of K-means Algorithm

1. The number of clusters (K) needs to be determined beforehand.
2. The algorithm is sensitive to an initial seed selection.
3. It is sensitive to outliers.
4. Number of iterations are unknown.

III. RELATED WORK

Shi Na, Liu Xumin, Guan Yong[1] proposed an improved K-means Clustering algorithm. The improved method avoids computing the distance of each data object to the cluster centers repeatedly, saving the running time.

K A Abdul Nazeer, D Madhu Kumar, M P Sebastian[2] proposed a heuristic method based on sorting and partitioning the input data, for finding the initial centroids in accordance with the data distribution, hereby improving the accuracy of the K-means algorithm.

BaoLin Yi, HaiQuan Qiao, Fan Yang, Chenwei Xu[4] proposed a new method to find the initial center and improve the sensitivity to the initial centers of k-means algorithm. The algorithm first computes the density of the area where the data object belongs to; then it finds k data objects, which are belong to high density area, as the initial start centers. Experimental results shows that the proposed method can produce a high purity clustering results and eliminate the sensitivity to the initial centers to some extent.

Fang Yuan, Zeng-Hui Meng, Hong-Xia Zhang, Chun-Ru Dong [11] proposed a systematic method for finding the initial centroids. The centroids obtained by this method are consistent with the distribution of data.

Fahim A M et al [10]. Proposed an efficient method for assigning data-points to clusters. The original K-means algorithm is computationally very expensive because each iteration computes the distances between data points and all the centroids. Fahim’s approach makes use of two distance functions for this purpose—one similar to the k-means and the other one based on a heuristics.

Abdul Nazeer and Sebastian [9] proposed an algorithm comprising of separate methods for accomplishing the two phases of clustering.

Mushfeq Us-Saleheen Shameem and Raihana Ferdous [6] proposed a modified algorithm that uses Jaccard distance measure to choose k most different document and use it as k centroid of cluster. Author show in his result that the sum of square in modified k-mean is nearly half of the traditional k-mean.

IV. PROPOSED ALGORITHM

In this paper, an incremental clustering approach is used. The basic idea of this algorithm is as follows: Let $T_{th}$ denotes a threshold of dissimilarity between data objects.

We initially give a value of $T_{th}$ then choose an object randomly from the given datasets, let it be the center of a cluster, and choose another object from the given datasets again, compute distance between the selected data object and the existing cluster center. If this distance is larger than $T_{th}$ then form a new cluster and selected object will be the center of the cluster otherwise group the object into existing cluster and update its centroid. Choose an object again from the datasets, repeat the process until all objects are clustered.

Clustering Steps
1. The basic step of proposed clustering is to give n data objects.
2. Assign any random data object to the first cluster.
3. Select next random object.
4. Determine the distance between selected object and centroids of existing clusters.
5. Compare the distance with threshold limit, group the object into existing cluster or form a new cluster with that object.
6. Repeat the steps 3 to 5 until all objects are selected.

Input: $D=\{d_1,d_2,d_3,\ldots ,d_n\}$ //Set of n objects to cluster
Output: $K=\{k_1,k_2,k_3,\ldots ,k_k\}$, $C=\{c_1,c_2,c_3,\ldots ,c_k\}$ //K is set of subsets of D as final clusters and C is set of centroids of those clusters
Algorithm:

**Proposed Algorithm (D)**
1. let $k=1$
2. $D_k=\text{RAND()}$

3. $k_c=\{d_k\}$
4. $K=\{k_k\}$
5. $C_k=d_i$
6. Assign some constant value to $T_{th}$
7. for $i=2$ to $n$ do
8. Determine distance (m) between $d_i$ and each centroid $C_j$ of any $k_j$ in K such that m is minimum. ($1\leq j\leq k$)
9. if ($m=T_{th}$) then $//T_{th}$—threshold limit for max. distance allowed
10. $k_j= k_j U d_i$
11. Calculate new mean (centroid $c_j$) for cluster $k_j$;
12. else $k= k+1$
13. $k_i= d_i$
14. $K= K U k_k$
15. $C_i= d_i$

V. EXPERIMENTAL RESULTS

A synthetic data set is taken which contains 600 data points and each data point contains 4 attributes. The same data set is given as input to the standard K-means algorithm and the proposed algorithm. First we run the proposed algorithm and note down the clusters formed for taking different value of the threshold. For the same number of clusters we check the k-means algorithm by specifying the value of K equals to the number of cluster formed using proposed algorithm.

Experiments compare k-means algorithm with the proposed algorithm in terms of total execution time of clusters.

The results of the experiments are tabulated in Table 1.

<table>
<thead>
<tr>
<th>Number of Clusters</th>
<th>K-means Algorithm Time Taken(s)</th>
<th>Threshold value</th>
<th>Proposed Algorithm Time Taken(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.769231</td>
<td>15</td>
<td>0.219780</td>
</tr>
<tr>
<td>8</td>
<td>1.043956</td>
<td>17</td>
<td>0.274725</td>
</tr>
<tr>
<td>7</td>
<td>0.769231</td>
<td>18</td>
<td>0.549451</td>
</tr>
<tr>
<td>6</td>
<td>0.879121</td>
<td>19</td>
<td>0.467033</td>
</tr>
<tr>
<td>5</td>
<td>0.659341</td>
<td>20</td>
<td>0.549451</td>
</tr>
<tr>
<td>4</td>
<td>0.549451</td>
<td>22</td>
<td>0.219780</td>
</tr>
<tr>
<td>3</td>
<td>0.384615</td>
<td>25</td>
<td>0.164835</td>
</tr>
<tr>
<td>2</td>
<td>0.274725</td>
<td>35</td>
<td>0.219780</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

In this paper, we propose a new clustering algorithm that can remove the disadvantages of K-means algorithm. In Proposed algorithm we do not need to specify the value of K i.e. the number of cluster required. An experimental result shows that the proposed algorithm takes less time than K-means algorithm. From our result we conclude that the proposed algorithm is better than the K-means algorithm.
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